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Abstract
In this report, we propose our method for the task of

Zero-shot image classification in VizWiz Grand Challenge
2024. Our approach can be systematically divided into
three distinct phases. 1) Propose the candidate category
label set with generated detailed image description; 2)
Match the candidate categories with the visual information
and description of the information utilizing the extraordi-
nary understanding ability of multi-modal large-scale mod-
els via a cross-modal validation manner; 3) Vote for the
final results to resolve matching conflicts using multiple
visual classification models. We find that text-vision and
text-caption dual-branch matching with cross-modal large-
scale models can significantly enhance zero-shot classifica-
tion performance. Moreover, for challenging samples where
dual-branch matching results are inconsistent, employing
a mixture of experts is surprisingly effective. Our method
achieves an accuracy of 67.67% on the testing set of the
VizWiz-Classification dataset, ranking top-3 among all the
competitors in this challenging task.

1. The proposed method
In this section, we introduce the overall pipeline and com-
ponents of our proposed method in details.

1.1. The overall pipeline
Our overall pipeline is shown in the Figure 1. It follows
three steps to perform zero-shot classification: propose,
match and vote. In the propose phase, we generate the po-
tential categories for each image, together with its detailed
description. All potential categories are stored in the Pro-
posed Label Set, which are then fed into the Match phase.
During Match phase, each element in the proposed label
set serves as potential candidate. Based on the text of these
candidates, a dual-branch matching is conducted to get text-
vision matched category label and text-caption matched cat-
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egory label. Thereafter, if two matched category label is the
same, then the final classification result is the correspond-
ing category. If a conflict emerges, we employ an ensemble
of multiple visual classification models to vote. The top-1
class with the most tickets is the output prediction.

1.2. Propose with VOLO
In this phase, we generate the proposed label set and the
detailed description to extract text-modal information from
the image. Transforming the vision-modal information to
text-modal information helps to get rid of the noise and con-
dense the semantic information. Firstly, the proposed label
set contains top-20 categories with highest probability gen-
erated by VOLO [3]. We believe the generated top-20 cat-
egories could cover most potential items in the image, even
though there are some image quality issues like blurring,
obscured and framing. This procedure achieves a coarse but
comprehensive understanding of the image. As the text of
these categories can only provide highly condensed seman-
tic information, we also employ the vision-language model
QWEN-VL-Plus [1] to perform image caption task to gen-
erate the detailed description of all the items in the image.
This detailed text-modal information are more robust for
zero-shot classification. These text-modal information will
be fully exploited during the next Match phase.

1.3. Match via LLaVA and Kimi

In the match phase, we exploit the text-modal representa-
tion, i.e. the text of category candidates in the proposed
label set and detailed description of the image, to perform
zero-shot classification. The proposed dual-branch match-
ing mechanism performs a cross-modal validation of two
matched categories, which mutually confirms the correct-
ness of the matched classification results.

For the text-vision matching branch, we utilize multi-
modal large model LLaVA [2] for matching the best can-
didate category with the visual information of the image.
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Figure 1. The overall pipeline of the proposed method.

LLaVA takes the prompt with the text of all candidate cat-
egories and the original image as input. The prompt is:
“Please carefully observe this image carefully, especially
the item presented in it. Please choose the option that best
describes this image from the following options: [text of
categories]”. The “[text of categories]” can be the text of
top-5, top-10, top-20 categories, which are provided for cas-
caded matching. If the best option is not included in the
top-5, then we add top-10 classes. If still not included, we
provide top-20 classes and finally select the highest confi-
dence option.

The text-caption matching branch adopts Kimi to per-
form a question-answering task. The input of Kimi is the
prompt with the text of categories, like “Please read this de-
scription carefully, especially the item present in it. Please
choose the option that suits the description from the follow-
ing options: [text of categories]”. Since the capacity of the
large language model (LLM) to reason from text is usually
better than multi-modal large models, we utilize Kimi in-
stead of other vision-language models.

1.4. Vote by multi classification models
In most cases when those two matched category labels are
consistent with each other, the final output will be the cor-
responding category. However, for some difficult samples,
there are occasions when the text-vision matched label and
text-caption matched label are not the same. To address the
conflicts, we employ a voting mechanism. As the matched
result of the two branches conflicts with each other, we di-
rectly resort to a mixture of expert models to perform classi-
fication. We employ multiple pre-trained visual and visual-
language models to predict the category most likely shown
in the image, respectively. Then, the top category with the
most tickets is the final prediction.

2. Experiments
In this section, we provide the experimental results in Ta-
ble 1. To utilize the complementary benefits of differ-

Method T-V T-C Vote VizWiz
(LLaVA) (Kimi) BLR BRT FRM ROT OBS DRK Corr Clean Total

VOLO(base) 56.88 53.12 54.67 49.55 40.82 55.4 51.74 59.71 57.13
base w/ T-V ✓ 58.82 53.16 57.14 51.16 57.14 67.04 57.41 63.75 60.65
base w/ T-C ✓ 61.34 64.57 61.46 58.47 57.14 55.68 59.78 65.35 63.20

Ours ✓ ✓ ✓ 64.99 64.06 63.97 58.36 52.66 63.41 61.24 68.80 66.56
Ours† ✓ ✓ ✓ - - - - - - - - 67.67

Table 1. Comparison with different methods on VizWiz. ‘T-V’
denotes the text-vision branch. ‘T-C’ represents the text-caption
branch. We use ‘†’ to denote that a classifier fine-tuned on Ima-
geNet is added to some visual-language model in vote phase.

ent modalities, we validate the proposed phase, matching
phase, and vote phase respectively. The results show that
the capacity of LLM in T-C to understand and perform rea-
soning significantly improves the performance by 2.55%
compared with only adopting T-V. The dual-branch match-
ing and voting further improves the result by 3.3%.

3. Conclusion
In this work, we propose an effective solution for zero-shot
image classification. The proposed method adopts a cross-
modal and dual-branch manner to enhance the robustness
based on the extraordinary ability of visual-language un-
derstanding and text-modal reasoning. Moreover, the dual-
branch matching ensures consistency, with a voting mech-
anism dealing with matching conflicts. Based on these de-
signs, the proposed method achieves high performance and
robustness in the competition.
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