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Abstract

This paper presents a new method that utilizes the ca-
pabilities of Vision-and-Language Transformers (VIiLT) and
the advanced PolyFormer model to tackle the Single Answer
Grounding Challenge in the VQA-Therapy dataset. The ini-
tial step of our approach involves employing the VILT model
to predict the possible count of unique responses by con-
sidering the input question and image. The PolyFormer
model subsequently examines the output from ViLT in con-
junction with the image to produce visual answer masks
that correspond to the input. The presence of overlap be-
tween these masks determines whether the answers have a
common grounding. If there is no overlap, it indicates the
existence of multiple groundings. Our approach achieved
an F1 score of 81.71 on the test-dev set and 80.72 on
the VizWiz Grand Challenge test set, positioning our team
among the top three submissions in the competition. Code
is available at https://github.com/daitranskku/VizWiz2024-
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VOA-AnswerTherapy

1. Introduction

Visual question answering (VQA) is a dynamic area of
study that combines computer vision and natural language
processing. It involves developing models that can accu-
rately answer questions about specific images. Conven-
tional VQA tasks typically assume that there is only one
correct answer for each question, without considering the
inherent variation in human interpretations and responses.
This assumption can result in the creation of Al systems
that lack inclusivity and are unable to accurately portray the
complete range of human perspectives. The VQA-Therapy
dataset [1] addresses the need to consider diversity by in-
troducing a new task: determining if different annotators’
answers to a visual question are based on the same ele-
ments of an image. In order to tackle this challenge, our
research presents a novel methodology that integrates two
state-of-the-art models: the Vision-and-Language Trans-
former (ViLT) [2] and the PolyFormer [3]. As shown in Fig-
ure 1, the proposed approach initially employs ViLT to es-
timate the number of unique answers that a question-image
pair can generate, taking into account both the visual con-
tent and the context of the question. Subsequently, the Poly-
Former is utilized to predict and examine visual grounding
masks using the VIiLT outputs and the image itself. The
ultimate determination of whether an answer set has a sin-
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Figure 1. The proposed approach utilized two SOTA models: 1)
ViLT: Vision-and Language Transformer [2], 2) PolyFormer [3]

gular grounding or multiple groundings is contingent upon
the analysis of the overlap between these masks.

2. Methodology
2.1. Vision-and-Language Transformer (ViLT)

ViLT [2] is a transformer-based model designed to pro-
cess combined inputs of visual content and textual data
without the need for object detection or region proposal
networks that are common in other vision-language mod-
els. The primary output of this stage is a set of potential
answers, predicted based on the relevance and presence of
visual and textual cues in the image-question pair.
Training settings. The ViLT model was retrained using a
curated selection of 3,794 images from the VQA-Therapy
[1] dataset, which is specifically designed to explore and
understand the diversity of annotator responses. For vali-
dation purposes, a separate set of 646 images was used to
evaluate the model’s performance and tuning. We utilized
the vilt-b32-finetuned configuration, a variant of the ViLT
model that has been specifically fine-tuned for VQA tasks.
This model configuration is optimized to handle the com-
plexities of integrating visual and textual data, making it
well-suited for our grounding task. The proposed approach
is inferenced on Intel Core 19, and NVIDIA 4090 24GB
and 64GB RAM. Models are trained on Intel Xeon Sil-
ver 4210R, and 2 NVIDIA RTX A6000 48GB and 126GB
RAM.

2.2. PolyFormer

Building upon the predictions made by ViLT, the Poly-
Former [3]—a multi-modal transformer model—takes over
to analyze these potential answers in the context of the same
image. The PolyFormer comprises separate encoders for vi-
sual and textual data and a multi-modal transformer encoder
that fuses these inputs to better understand the context and
significance of each element. Each predicted answer from
ViLT is treated as a separate input sequence alongside the
image to the Polyformer. In this research, we utilized a pre-
trained weight from PolyFormer-L, and adopted Swin-L

as the visual backbone with 12 transformer encoder and de-
coder layers. For each potential answer, the PolyFormer
generates a visual grounding mask that highlights areas of
the image most relevant to that answer. Finally, the pres-
ence of overlap between these masks determines whether
the answers have a common grounding. If there is no over-
lap, it indicates the existence of multiple groundings. Table
1 compares the performance metrics of two configurations
of our proposed approach evaluated on the VizWiz Grand
Challenge test-dev set. The table lists the F1 Score, Pre-
cision, and Recall for each model configuration. The first
row presents the results for the VILT model fine-tuned ex-
clusively on VizWiz data, achieving an F1 Score of 77.22, a
Precision of 77.62, and a Recall of 77.22. The second row
details the performance of the ViLT model finetuned on an
aggregated dataset, further enhanced with the PolyFormer,
which shows improved outcomes with an F1 Score of 81.71,
a Precision of 78.85, and a Recall of 84.81. These results
proved the effectiveness of integrating PolyFormer into the
training process, particularly in enhancing the recall met-
ric, thereby indicating a more comprehensive coverage in
identifying relevant visual groundings across diverse data
inputs. For the VizWiz Grand Challenge test set, our ap-
proach achieved an F1 score of 80.72.

Model Fl Score  Precision  Recall
Our approach 1 77.22 77.62 77.22
Our approach 2 81.71 78.85 84.81

Table 1. Proposed approach on VizWiz Grand Challenge test-dev
set. Our approach 1 means ViLT fine-tuned on VizWiz data, and
our approach 2 means ViLT fine-tuned on VizWiz + VQA data.

3. Conclusion

Our approach to the VQA challenge, which integrates
the ViLT and the PolyFormer, has demonstrated capability
in predicting the grounding of answers based on visual and
textual inputs. By employing these models, we successfully
predicted whether the answers to a given visual question
share the same grounding, achieving a robust F1 score of
80.72 and securing a top-3 position in the VizWiz Grand
Challenge.
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