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Abstract

Test-time adaptation(TTA) addresses challenges related
to distribution shift by allowing the model to adapt to target
data during testing without the need for source data. TTA
has made significant advancements in the well-organized
datasets sorted by distribution. However, it sometimes en-
counters challenges when applied to real-world data with
diverse mixed distributions. In TTA, the pseudo labeling
scheme performs properly on real-world data but signifi-
cantly degrades when used with feature space information.
Based on these observations, we propose a new pseudo-
labeling scheme that does not rely on feature space informa-
tion, bringing robustness in handling real-world data. Fur-
thermore, Supervised Contrastive(SupCon) loss is lever-
aged to facilitate target feature learning guided by accu-
rate pseudo labels. To adapt to diverse target distribu-
tions, we incorporate a 3x3 convolution layer parallel to
the classifier block and train it. Our code is available at
https://github.com/CVPR2024-VizWiz-Challenge-final

1. Introduction
Deep neural networks exhibit remarkable performance

gains when the domains of the training and test data are the
same. However, when the model experiences distribution
shifts, it shows a significant performance drop. To address
these challenges, test-time adaptation (TTA) has emerged,
where the source data is no longer used to adapt to test data
from a different distribution.

Existing TTA methods show significant performance im-
provements, especially in scenarios where the target domain
remains static (e.g., ImageNet-C[4]). However, as shown in
Tab. 1, these methods show somewhat similar performance
to the source model when faced with real-world scenarios
featuring mixed distributions. (e.g., VizWiz-Classification
dataset[1]). Moreover, the pseudo labeling scheme per-
forms well on real-world data but significantly degrades
when used with feature space information. The reason for
this is that, as demonstrated in previous research, differ-
ent layers exhibit sensitivity to distinct types of domain

Method Convnext-base

SOURCE 53.15 (+0.00)

MEMO[12] 53.30 (+0.15)
COTTAE10* [11] 53.35 (+0.20)
AdaContrast†[2] 50.05 (-3.10)
PLUE†[8] 44.80 (-8.35)
SHOT†[7] 52.50 (-0.65)

Ours 60.50 (+7.35)

Table 1. Classification accuracy rate(%) for the VizWiz-
Classification dataset. * indicates the sole application of the
pseudo labeling scheme. † indicates the application of the pseudo
labeling scheme with information from the feature space.

shifts[3, 10], making them challenging to apply to real data
with diverse distributions.

To avoid relying on feature space information, we in-
troduce a teacher and student model structure, where the
teacher model generates pseudo labels. Additionally, we
propose a new strategy for refining pseudo labels, to en-
sure stable TTA even in real-world data. Specifically,
pseudo-labels must be consistently outputted for each epoch
in order to be utilized; otherwise, they are excluded.
Moreover Augmentation-Averaged Pseudo Labels[9] and
Pseudo-label uncertainty estimation[8] are applied addi-
tionally. Leveraging accurate pseudo labels as an alterna-
tive to GT labels enables the application of the Supervised
contrastive (SupCon) loss[6]. We incorporate a parallel 3x3
convolution layer alongside the classifier block and train
solely the 3x3 convolution layer, similar to [5].

2. Method
Overall framework. Our method consists of the teacher

and student model. The teacher model outputs pseudo
labels with the application of Augmentation-Averaged
Pseudo Labels[9]. The student model incorporates a paral-
lel 3x3 convolution layer alongside the classifier block and
exclusively trains the 3x3 convolution layer, similar to [5].

Pseudo-labeling scheme. We introduce two methods.
First, we examine all pseudo labels within a designated
range of epochs, and if any inconsistencies are detected
within this range, they are excluded. Second, we adopt the

https://github.com/huiwoni/CVPR2024-VizWiz-Challenge_final


Figure 1. Overview of the proposed method.

Pseudo-label uncertainty estimation proposed in [8] to loss
reweighting. Specifically, pseudo-labels from low entropy
are considered to be more reliable, and more weight is as-
signed to the calculated loss of the corresponding pseudo-
labels.

Diversity regularization. To prevent the model from
overly relying on incorrect pseudo-labels during adaptation,
we have adopted the approach suggested in [2].

Class mask. The prediction is filtered to calculate the
loss only for those corresponding to the classes present in
the dataset.

Supervised contrastive(SupCon) loss. With more ac-
curate pseudo-labels, we are able to utilize the SupCon loss
proposed in [6].

3. Experiment

Setup. In our experiments, we used the Convnext-base
model with model weights sourced from the timm reposi-
tory. We employed the SGD optimizer with a learning rate
of 0.0025 and a batch size of 64.

Results. Tab. 2 shows ablation studies for individual
components within the proposed method. First, when uti-
lizing pseudo labels generated by the teacher model with-
out relying on feature space information, performance sig-
nificantly increased by +6.25% compared to the source
model. Secondly, with the application of the pseudo-
labeling scheme, accuracy increased by +0.3%, along with
an additional performance boost of +0.2% facilitated by di-
versity regularization [2]. Furthermore, the integration of
class masking resulted in a notable performance enhance-
ment of +0.45%. Finally, employing the SupCon loss [2]
with accurate pseudo labels led to a performance increase
of +0.15%.

4. Conclusion

We introduce a novel pseudo-labeling scheme, enhancing
TTA robustness in managing real-world data.

3x3 Conv
layer

Modified
Pseudo label

Modified Pseudo
labeling Scheme

Diversity
Regularization [2]

Class
mask

SupCon
Loss [2] Total

53.15
✓ 51.40
✓ ✓ 59.40
✓ ✓ ✓ 59.70
✓ ✓ ✓ ✓ 59.90
✓ ✓ ✓ ✓ ✓ 60.35
✓ ✓ ✓ ✓ ✓ ✓ 60.50

Table 2. Ablation studies of individual components of the pro-
posed method measured by classification accuracy on VizWiz
Zero-Shot Classification.
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