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Abstract

In this technical report, we briefly introduce the
solution of our team ”chirmy” for VizWiz Challenge
Track 1-Predict Answer to a Visual Question in CVPR
2024. In order to predict the answer to a visual ques-
tion, we propose the following plan: Firstly, the train-
ing set and validation set are fused for training, and the
dataset is deblurred. At the same time, motion blur
data augmentation is performed on the data with anns-
Type other; Classify the anns-Type in the test dataset
by analyzing the frequency of prefix word combinations
for train and val; Train and fine tune the ”yesno”,
”number”, ”other”, and ”unanswerable” parts of the
dataset separately and perform inference tests, then
fuse the inference results. Finally, adjust the fixed an-
swer format of the results and integrate multiple ver-
sions of the reasoning results.

1 Introduction

This technical report describes our proposed solu-
tion for CVPR 2024 VizWiz Challenge Track 1-Predict
Answer to a Visual Question. Predict Answer to a Vi-
sual Question in the Vizwiz Challenge at CVPR 2024
is part of the Vizwiz Challenge Workshop. The task
is Given an image and question about it, the task is
to predict an accurate answer. As shown in Figure 1,
it shows a sample of Visual Question Answering task
data, and each sample of training data is composed
of images and corresponding questions and answers.
Evaluation metric is the minimum between 1 and the
number of people who provided the answer minus 1.

We propose the following plan: Firstly, the train- ing
set and validation set are fused for training, and the
dataset is deblurred. At the same time, motion blur
data augmentation is performed on the data with anns-
Type other; Classify the anns-Type in the test dataset
by analyzing the frequency of prefix word combinations
for train and val; Train and fine tune the ”yesno”,
”number”, ”other”, and ”unanswerable” parts of the
dataset separately and perform inference tests, then
fuse the inference results. Finally, adjust the fixed an-
swer format of the results and integrate multiple ver-

Figure 1: Visual question answering task data sample.

sions of the reasoning results.

2 Method and Experiments

The proposed method contains four main steps, as
follows:

A. Image pre-processing.
B. Annotations pre-processing.
C. Model train and inference.
D. Post-processing.

2.1 Image pre-processing

Firstly, using NAFNet-REDS to deblurring
train/val/test. Through observation, it was found
that the proportion of anns-Type=”other” class
data in the dataset is close to 0.7. Therefore, data
augmentation was performed on this type of data: the
ASPDC[1] network was used to remove motion blur
on the ”other” class data of train/val, and then these
data were added to the training set.

2.2 Annotations pre-processing

The preprocessing of Annotations data can mainly
be divided into the following two steps:

First, to statistically analyze the frequency of the
first two keyword combinations (hereinafter referred
to as prefix word combinations) in the question sen-
tence of the train/val dataset, in order to discover
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the difference in the frequency of prefix word combi-
nations between different anns-Types (”yesno”, ”num-
ber”, ”other”, ”unanswerable”).

Second, Using the difference in the frequency of pre-
fix word combinations calculated in train/val to clas-
sify the test dataset into anns-Type: The anns-Type of
the test is assigned the highest occurrence of its prefix
word combination in the train/val dataset. If a pre-
fix word combination appears in two or more train/val
datasets with a frequency greater than 0.05, its anns-
Type is assigned the value of ”unclassified”. By doing
so, the test dataset will be assigned as ”yesno”, ”num-
ber”, ”other”, ”unanswerable”, ”unclassified” based on
the question

2.3 Model train and inference

Inference uses the BLIP[2] network model to train
and fine tune the ”yes no”, ”number”, ”other”, and
”unanswerable” parts of the dataset, and perform in-
ference tests. Then, the inference results are fused.
Perform BLIP2 model inference.

BLIP[2] introduces a multimodal mixture of encoder
decoder (MED) structure, which can effectively per-
form multi task pre learning and transfer learning.
MED consists of two single-mode encoders (lmage En-
coder, Text Encoder), an image-grounded text en-
coder, and an image-grounded text decoder.

2.4 Post-processing

Format the fixed format answers in the reasoning
results, such as replacing the time class ”22:34” with
”22:34”.

Result fusion: Integrate multiple inference results,
prioritize using the result with the most occurrences of
the same result but not the same, and use the result
with the highest anns-Type score.

3 Conclusion

We propose the following plan: Firstly, the train- ing
set and validation set are fused for training, and the
dataset is deblurred. At the same time, motion blur
data augmentation is performed on the data with anns-
Type other; Classify the anns-Type in the test dataset
by analyzing the frequency of prefix word combinations
for train and val; Train and fine tune the ”yesno”,
”number”, ”other”, and ”unanswerable” parts of the
dataset separately and perform inference tests, then
fuse the inference results. Finally, adjust the fixed an-
swer format of the results and integrate multiple ver-
sions of the reasoning results.However, there is still
room for improvement in this method, such as VQA
model and post-processing.
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