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Abstract

In recent decades, Japanese comics, known as Manga,
have gained global popularity, yet their visual nature
presents challenges for individuals with visual impairments.
In this study, we aim to break down this barrier to make
manga accessible to everyone. Our focus is on diarisa-
tion i.e. automatically generating a dialogue transcript for
manga. For code, datasets, and pre-trained model, visit:
https://github.com/ragavsachdeva/magi.

1. Introduction
Automatically understanding and describing manga to vi-
sually impaired individuals is highly challenging due to
varying character depictions, diverse viewpoints, occlusions
from speech balloons, non-human characters, and uncertain
text placement. Additional complications arise from artistic
layout, visual effects, and resolution. While humans rely on
context and deductive reasoning to comprehend such com-
plexity, machines face significant hurdles in this endeavor.

In this work, our objective is diarisation – to be able to
generate a transcription, page by page, of who said what in
the veridical order, to convey the story on that page. This
involves solving a series of problems including panel de-
tection, panel ordering, text detection, OCR, character de-
tection, character identification and text-to-speaker associa-
tion. To this end, we develop a model, Magi, that addresses
these challenges using a unified architecture. Additionally,
we create a challenging evaluation benchmark, called Pop-
Manga, comprising of manga pages (with annotations for
bounding boxes for characters, texts and panels, charac-
ter clustering labels and text to speaker matches) from 80+
popular manga by various artists known for their complex-
ity and detailed story-telling, and demonstrate superiority
of our method over existing solutions.

2. Detection and Association
Given a manga page, our goal is to produce a transcript of
who said what and when in a fully automatic way. There-
fore, as a requirement, the model must be aware of the

Figure 1. The Magi Architecture. Given a manga page as input, our
model predicts bounding boxes for panels, text blocks and characters, and
and associates characters of the same identity, and text to the characters
who speak it.

various components that constitute a manga page and how
they are related. We formulate this as a graph generation
problem and propose a unified model, Magi, that is able
to simultaneously detect panels, text blocks and charac-
ters (nodes of the graph), and perform character-character
matching and text-character matching (edges of the graph).
The architecture is illustrated in Figure 1.

Our model ingests a high resolution manga page as in-
put and (1) predicts bounding boxes for panels, text blocks
and characters, and (2) associates the detected (a) character-
character pairs, where a positive association between two
character boxes implies that they are the same character,
and (b) text-character pairs, where a positive association be-
tween a text box and character box implies that this text is
said by this character. The image is first processed by a
CNN backbone, followed by a transformer encoder-decoder
resulting in N×[OBJ] + [C2C] + [T2C] tokens. The
[OBJ] tokens are processed by the detection heads (box
and class) to obtain the bounding boxes and their classifica-
tions into one of character, text, panel or background class.
The [OBJ] tokens corresponding to detected objects are
then processed in pairs, along with [C2C] and [T2C], by a
character matching module and a speaker association mod-
ule respectively resulting in character clusters and speaker
information.

https://github.com/ragavsachdeva/magi


Figure 2. Bounding box predictions determined by the Magi model for characters, text blocks and panels, as well as clustering predictions (as nodes and
edges). Best viewed digitally.

<1>: Me? As it appears our business is your business-- Captain, I'll cut to the chase!
<1>: I want money-- lots of money!! Money gets you anything!
<1>: A big house!! A cool car!! Top-grade Booze!!
<2>: And not a lick of Class.
<?>: twl TcH
<1>: That's the last straw.
<1>: Step Outside, Kura- Pika.
<1>: I'll make sure you're the last of the kurtas.
<2>: You dare say that?
<1>: that, and then some.
<1>: Let's go.
<2>: After you.
<4>: Hey, we're not finished here!
<?>: Greek
<4>: Are you with- drawing from the test?!
<3>: better let 'em go.
<4>: eH?

<1>: Rumor has it they're a small, elite group of 
sorcerer, but we can't be certain.
<2>: Too bad we can't be certain.
<1>: …
<2>: You don't need me chiming in?
<1>: not even the first time.
<1>: …
<1>: Tell me every- thing...
<1>: ..you know about the Hishaku.
<3>: Fine. Gah! What's with you guys?!
<3>: …
<3>: The Hishaku...

<?>: Is she out of her mind?!
<?>: HOW FAR ARE WE GOING?
<1>: Such a sec- luded place.
<1>: WHAT'S ON YOUR MIND, BIG BOY?
<2>: DON'T SAY STIFF LIKE THAT, IT'S DISGUS- TING!
<1>: DIS- GUST-ING?
<1>: HOW RUDE. I spent the whole night learning colloquia- lisms! Not bad, eh?
<2>: Shut up!
<2>: Explain why you're here!
<1>: Explain?
<2>: THAT’S RIGHT!
<2>: Isn't your work here finished!?
<2>: WHY ARE YOU SNEAK- ING INTO MY CLASS?
<2>: WHY DIDN'T YOU GO BACK TO THE SOUL SOCIETY OR WHAT- EVER!?
<1>: Shush!
<1>: I'd have to be a soul reaper to return to the soul society!
<1>: I CAN’T GO BACK.
<2>: Huh?
<?>: BO1C
<2>: Why NOT?

<1>: IN THE DARKNESS?
<1>: This whole time?
<1>: For real?
<2>: I KNEW THAT IF I COULD, AT SOME POINT, WILL 
MYSELF TO AWAKEN...
<2>: ...emerging in winter bare naked and without food would 
mean an instant game over.
<2>: Survival depended on making my start in spring.
<2>: THAT'S WHY KEEPING AN ACCURATE CALENDAR WAS 
AN ABSOLUTE SECESSITY.
<2>: Look. We`re here.
<2>: enough chatter. Time to get to work.
<1>: SENKU... you...
<1>: YOU DID ALL THIS YOURSELF?!

<?>: Nope. It only said things like "Let's both do our best in the 
future" and whatnot.
<1>: Hmm...
<2>: And I wrote a reply saying, "Sure, let's do our best.”
<2>: We went to different high schools, so we never saw each 
other. But we kept sending each other letters with things like 
"how are you doing?" and "good luck." You know, that sort of 
thing.
<1>: Aw, that sounds nice. I guess it was that kind of time.
<2>: Yeah... no one these days would ever do something like that. 
Too vexing. Actually, no ONE BACK THEN DID STIFF LIKE 
THAT EITHER.
<2>: Anyway, when we both graduated from high school, she 
entered a top-notch company, and I got into a third-rate 
college.

<1>: And for that matter, I don't respect you either!
<1>: That's reality!
<3>: before...
<3>: Why did you cover your sister?
<3>: Did you think that would protect her?!
<2>: Why didn't you throw your hatchet?
<2>: Why did you show me your back?!
<2>: That's how I was able to take her!
<3>: I should have skewed you both!
<?>: Thun
<?>: RA! GAH
<1>: Hff
<1>: Hff
<1>: Hff

Actually 
said by <2>

Failure case

Figure 3. Transcripts generated by the Magi model. Each predicted text box is associated to a predicted character box using a line. The opacity of the line
reflects the confidence of the model (the darker the line, the more confident the model is). Each predicted character box has a number at its centre based
on the clustering predictions. Note that all the dialogues are in the correct reading order. For text to speaker predictions that have a low confidence score
(< 0.4) we replace the predicted speaker with ⟨?⟩ in the generated transcript and let the reader infer it from context. Best viewed digitally.

3. Transcript Generation
Once the bounding boxes for panels, characters and text
boxes have been extracted, along with the character clus-
ters and speaker associations, generating a transcript from
them is really just an OCR + Sorting problem. To sort
the text boxes into their reading order, we leverage the fact
that manga pages are read from top to bottom, right to left.
Given this, we order the text boxes in two steps: (a) order
the panels to give the relative ordering of text boxes belong-
ing to different panels, (b) order the text boxes within each
panel. After ordering the text boxes, we perform OCR to
extract the content of the texts and finally generate the tran-
script using all the computed data. Please refer to the arXiv
version of the paper for more details.

4. Experiments
For training and evaluation we utilise three datasets: an ex-
isting dataset Manga109, and two new datasets that we in-
troduce, PopManga and Mangadex-1.5M.

We show qualitative results in Figures 2 and 3. Quan-

titatively, (a) for detection our method attains an average
precision of ≈ 0.85 for characters, ≈ 0.92 for texts and
≈ 0.93 for panels, (b) for character clustering our method
achieves an AMI of ≈ 0.65 and MAP@R of ≈ 0.84, and (c)
for speaker association our method achieves Recall@#text
of ≈ 0.84. With these results, our method establishes itself
as the state of the art. For more details regarding the experi-
ments, results and comparisons with baselines, please refer
to the arXiv version of the paper.

5. Conclusion
In this study, our primary objective was to improve the
accessibility of manga for individuals with visual impair-
ments. Tackling the complex task of diarisation, we have
laid the groundwork for a fully automated transcription of
manga content, enabling active engagement for everyone,
irrespective of their visual abilities. Looking ahead, we an-
ticipate leveraging the language understanding capabilities
of Large Language Models (LLMs) to enhance diarisation
by incorporating conversation history and context.
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